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Abstract

Herbrand’s theorem, widely regarded as a cornerstone of proof theory, exposes some of
the constructive content of classical logic. In particular, it gives a reduction of first-order
validity to propositional validity, by understanding the structure of the assignment of first-
order terms to existential quantifiers, and the causal dependency between quantifiers.

Starting with some game semantics intuition already present in the literature, we show
how Herbrand’s theorem in its general form can be elegantly stated as a theorem in the
framework of concurrent games. In this framework, the causal structure of concurrent
strategies, paired with annotations by first-order terms, is used to specify the dependencies
between quantifiers. Concurrent strategies being composable, we achieve this by interpret-
ing classical sequent proofs within this denotational model. This yields a compositional
proof of Herbrand’s theorem.

1 Introduction
Classical first order logic is known to be non-constructive. For example, the formula
K(P(x) = P(f(x)) (1)

is valid (provided the language has some constant symbol ¢), but there is no first-order term ¢
such that P(t) = P(f(t)) holds.

In his thesis however, Herbrand proved that although no single closed term can serve as a
witness of a formula 3z ¢(x) (with ¢ quantifier-free), there always exists finitely many terms
t1,...,t, such that ¢(t1) V -+ V ¢(t,) holds. The extraction of such ¢;s is widely regarded as
an early account of the computational content of classical proofs. In the example above, one
may extract from a proof of (1) the following valid disjunction

(P(c) = P(f(c))) v (P(f(c)) = P((f(c))))

where the existential quantifier has been instantiated with two witnesses ¢ and f(c). We call
the disjunction above a Herbrand disjunction and ¢ and f(c) its witnesses.

In its general form, Herbrand’s theorem relates the validity of any first order formula to the
validity of such a finite quantifier-free formula where existentially quantified variables have been
replaced with finite disjunctions featuring finitely many terms, the witnesses. For an arbitrary
formula the data of the witnesses for possibly deep existential quantifiers can be presented as
certain trees, Miller’s ezpansion trees [15]; which follow the syntax tree of the formula while
duplicating (and providing witnesses for) existential sub-formulas.

As they stand, Herbrand witnesses are not composable in general: given witnesses for - A
and - A = B there is a priori no direct way to deduce witnesses for - B [11]. Understanding
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how the data of these witnesses can be elaborated to allow such a composition has thus become
a folklore question in proof theory [5, 9, 13, 10].

A first approach to this question is functional interpretations proposed by Gerhardy and
Kohlenbach with data provided by Shoenfield’s version of Gédel’s Dialectica Interpretation [5,
18, 8]. Although it interprets cuts, this approach makes no pretence to be faithful to the
structure of proofs as encapsulated in systems like the sequent calculus and it is compelling to
seek some compositional form of Herbrand’s Theorem arising directly from proofs.

Following this desire, another approach has emerged recently: fixing expansion trees as rep-
resentations of Herbrand witnesses for cut-free first order proofs [15], one seeks generalisations of
these trees that support cuts. Works in that direction include Heijltjes’ proof forests [9], McKin-
ley’s Herbrand nets [13], and Hetzl and Weller’s more recent expansion trees with cuts [10]. In
all three cases, a generalisation of expansion trees allowing explicit cuts is given along with a
weakly normalising cut reduction procedure, proved correct via syntactic means.

Although the present follows the line described above, its novelty comes from the fact that
(1) it approaches the problem semantically rather than syntactically, and (2) it makes explicit
the game-theoretic ideas that underlie more or less explicitely the literature on expansion trees.
By embedding expansion trees in a realm of strategies, which are by design compositional, one
obtains a compositional account of Herbrand’s theorem. More precisely, our games are based
on Rideau and Winskel’s concurrent strategies [17, 2], extended with annotations for first-order
terms. Beyond the term information, the key ingredient of this model is the causal structure
of strategies that allows us to represent transparently the dependencies between quantifiers
implicitly carried by sequent proofs. Were we interested only in cut-free sequent calculus our
strategies would essentially be Miller’s expansion trees, but enriched with explicit acyclicity
witnesses. This additional data makes the process of composition doable.

On the game-theoretic front, our model is closely related to Laurent’s model for the first-
order Apu-calculus [12], from which we differ by treating a symmetric proof system with an
involutive negation, avoiding sequentiality. Also related is Mimram’s categorical construction
of a games model for a linear first-order logic without propositional connectives [16].

In this extended abstract, we focus on showing how expansion trees can be regarded as
concurrent strategies in game semantics. In Section 2, we recall informally Miller’s expansion
trees. In Section 3, we introduce our notions of games and strategies, and show how expansion
trees can be presented as such. In Section 4, we detail the interpretation of formulas and state
our version of Herbrand’s theorem. For lack of space we do not detail the interpretation of proofs
as winning strategies, but we illustrate in Section 5 the core ingredient of the interpretation:
the notion of composition of strategies, which allows us to interpret the cut rule.

2 Notations and Miller Expansion Trees

A signature is a pair ¥ = (X, X,), with X7 a countable set of function symbols (f, g, h, etc.
range over function symbols), and ¥, a countable set of predicate symbols (P, Q, etc. range
over predicate symbols). There is an arity function ar : ¥; W3, — N where ¥ is the usual
set-theoretic union, where the argument sets are disjoint. For a relative gain in simplicity in
some arguments and examples, we assume that ¥ has at least one constant symbol, i.e. a
function symbol of arity 0. We use a,b,c,... to range over constant symbols.

If V is a set of variable names, we write Tmy (V) for the set of first-order terms on ¥ with
free variables in V. We use variables t, s, u, v, ... to range over terms. Atomic formulas have
the form P(t1,...,t,) or =P(t1,...,t,), where P is a n-ary predicate symbol and the ¢;s are
terms. Formulas are also closed under quantifiers, and the connectives V and A. Negation
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Figure 1: An expansion tree and winning X-strategy for DF

is not considered a logical connective: the negation ¢+ of ¢ is obtained by De Morgan rules.
We write Formg (V) for the set of first-order formulas on ¥ with free variables in V, and use
©,1, ... to range over them. We also write QFy (V) for the set of quantifier-free formulas.
Finally, we write fv(¢) or fv(t) for the set of free variables in a formula ¢ or a term ¢. Formulas
are considered up to a-conversion and assumed to satisfy Barendregt’s convention.

In [15] Miller introduces expansion trees as compact witnesses of the truth of a first-order
formula. Through translations between expansion trees and cut-free sequent proofs, he proves
the following theorem, that one may regard as a modern statement of Herbrand’s theorem.

Theorem 2.1 ([15]). For any ¢, = ¢ iff ¢ has an expansion tree.

Expansion trees can be introduced through a game metaphor, reminiscent of Coquand’s
game semantics for classical arithmetic [3]. Two players, Jloise and Vbélard, argue about the
validity of a formula. On a formula Vx ¢, Vbélard provides a fresh variable x and the play keeps
going on ¢. On a formula Ix ¢, Jloise provides a term t, possibly containing variables previously
introduced by Vbélard. Jloise, though, has a special power: at any time she can backtrack to a
previous existential position, and propose a new term. Figure 1 (left) shows an expansion tree
the drinker’s formula:

vy (=P(x) v P(y)) (DF)

It may be read from top to bottom, and from left to right: Jloise plays c, then Vbélard introduces
y, then loise backtracks (we jump to the right branch) and plays y, and Vbélard introduces z.
It is a win for dloise: the disjunction of the leaves is a tautology.

However, the metaphor has limits: the order between two branches of an expansion tree is
not part of the structure, but implicit in the term annotations. Yet, this order is crucial to
ensure correctness of the trees. Certainly the tree below should not be valid as the formula it
plays on is invalid.

1 Vy1P(x1,y1) V 3xaVy2=P(y2, xa)

— —

I Vy1P(x1,y1) IxaVy2 P (y2, x2)
| X1:=Yy2 X2:=y1 |
Vy1P(y2,y1) Vya=P(y2,y1)
| Y1 y2 |
P(y2,y1) =P(y2,y1)

And indeed, the full definition of expansion trees involves a correctness criterion that forbids
this: the partial causal relation on nodes resulting from the tree structure and its labelling must
be acyclic. As we will see next, in our chosen representations for proofs (called X-strategies)
this causal relation on nodes will be made explicit as a partial order, making the acyclicity
correctness criterion redundant.
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Figure 2: The arena [DF]?

3 Expansion Trees as Winning >-Strategies

We give our formulation of expansion trees as X.-strategies. Although our definitions look
superficially different from Miller’s, the only fundamental difference is the explicit display of
the dependency between quantifiers. Y-strategies will be certain partial orders, with elements
either “V events” or “dJ events”. Events will carry terms, in a way respecting causal dependency.
Figure 1 shows, on the right, the representation as a Y-strategy of the tree on the left.

Y-strategies will account for first-order proofs, and as such, will play on games representing
formulas. The first component of a game is its arena, that specifies the available moves (the
quantifiers) and the causal ordering between them.

Definition 3.1. An arena is A = (JA|, <a,pol,) where |A| is a set of events, <4 is a partial
order that is forest-shaped: (1) if a1 <a a and as <4 a, then either a; <4 as oras <4 a1, and
(2) for all a € |A|, the branch [a]a = {a’ € A | ' <4 a} is finite. Finally, pol, : |A| — {¥,3}
is a polarity function which expresses if a move belongs to Floise or Vbélard.

A configuration of an arena (or any partial order) is a down-closed set of events. We write
€ (A) for the set of configurations of A, and €' (A) for the set of finite configurations.

The arena only describes the moves available to both players; it says nothing about terms or
winning. Similarly to expansion trees where only Jloise can replicate her moves (“backtrack”,
although the terminology is imperfect when strategies are not sequential), arenas corresponding
to formulas in our interpretation will at first be biased towards Jloise: each 3 move will exist
in as many copies as she might desire, whereas V events will not be copied a priori. Figure 2
shows the 3-biased arena [DF]? for DF. The order is drawn from top to bottom, i.e. events
at the top are minimal. Although only Jloise can replicate her moves, the universal quantifier
is also copied as it depends on the existential quantifier.

Strategies on arena A will be certain augmentations of prefixes of A. They carry causal
dependency between quantifiers induced by term annotations, but not the terms themselves.

We introduce the notation —, already used implicitly in Figure 1. For A any partial order
and ap,as € |A|, we write a1 —4 ag (or a; — ag if A is clear from the context) if a3 <4 a2
with no other event in between, i.e. for any a € |A| such that a1 <4 a <4 ag, then a; = a or
as = a. We call - immediate causal dependency in line with event structures where the
partial order is that of causal dependency.

Definition 3.2. A strategy o on arena A, written o : A, is a partial order (|o|,<,) with
lo| C |A|, such that for all a € |o|, [a], is finite (an elementary event structure); subject to:

(1) Arena-respecting. We have €*°(c) C €>*(A),

(2) Receptivity. If x € € (o) such that z U {a"} € €(A), then a € |o| as well (a” means that
pol4(a) = ¥).

(8) Courtesy. If a1 —, ag, then either a; — 4 as, or pol,(a1) =V and pol(az) = 3.
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This is a simplification of Rideau and Winskel’s concurrent strategies [17] permitted by
the purely deterministic setting; also equivalent [17] to Mellies and Mimram’s earlier receptive
ingenuous strategies [14] — though the direct handle on the causal order in the definition above
is convenient for our purposes. Receptivity means that Jloise cannot refuse to acknowledge a
move by Vbélard, and courtesy that the only new causal constraints that she can enforce with
respect to the game is that some existential quantifiers depend on some universal quantifiers.
These constraints are consistent with the informal game semantics described in the previous
section. Ignoring terms, Figure 1 (on the right) displays a strategy on the arena of Figure 2 —
in Figure 1 we also display via dotted lines the immediate dependency of the arena.

We can now add terms, and define X-strategies.

Definition 3.3. A Y-strategy on arena A is a strategy o : A, with a labelling function
Ao i |o| = Tmx(|o]), such that:

Va" € |o|, Mo(a) = a
Va? € o], Ao(a) € Tmx([a]Y)

where [a]7 = {a’' € |o| | a’ <5 a & poly(a’) =V}.

Rather than having V moves introduce fresh variables, we find it convenient to consider them
as variables themselves. Hence, the 3 moves are annotated by terms having as free variables the

V moves in their causal history. For instance, the right of Figure 1 is meant 3¢ 3\271
formally to denote the one on the right (where superscripts are the terms given v T
by A). In the sequel we omit the (redundant) annotation of Vbélard’s events. PAACTR AL

Y-strategies are more general than expansion trees (besides the fact that they are not as-
sumed finite): they have an explicit causal ordering, which may be more constraining than
that given by the terms. A Y-strategy o : A is minimal iff whenever a; —, as such that
a1 & tv(\,(az)), then a1 —4 as as well. In a minimal Y-strategy o : A, the ordering <, is
actually redundant and can be uniquely recovered from A, and <_4.

In order for the model to be able to discriminate valid from invalid strategies, we lastly need
to adjoin winning conditions to arenas and define winning X-strategies. As in expansion trees,
these amount to the substitution of the expansion of the original formula being a tautology.

Definition 3.4. A game A is an arena A together with winning conditions, given as:
Wa:(x € € (A) - QFy (z)

where QFSy (x) is the set of infinitary quantifier-free formulas — obtained from QFs(x) by
adding infinitary connectives \/,c; w; and |\;c; i, where I is some countable set.

We delay until Section 4 the definition of the interpretation of a formula as a game. However,
the idea is relatively simple: for the game interpreting ¢, the winning conditions associate
configurations z € €>°([¢]) with the propositional part of the sub-formula of ¢ explored by x,
with duplications (as parts of ¢ may be visited several times). Quantified variables are replaced
with the names of the events corresponding to the quantifiers.

W[[DF]]H({H:;,V;J,, HG,VG}) = (ﬁP(Hg) \Y P(Vg))\/
(—=P(3s) vV P(Vs))
Wiprpp({3s,V3,36}) = (=P(35) VP(V3)) VT

where the arena for DF appears in Figure 2. The T (the true formula) on the second line is
due to Vbélard not having played Vg yet, yielding victory to Jloise on that configuration. The
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winning conditions yield syntactic, uninterpreted formulas: we keep the second formula as-is
although it is equivalent to T.
Finally, we can define winning strategies.

Definition 3.5. Ifo : A is a X-strategy and x € €°° (o), we say that x is tautological in o if the
formula Wa(z)[As] corresponding to the substitution of Wa(z) € QFS (z) by Ao : @ = Tmx(x),
is a (possibly infinite) tautology.

A Y-strategy o : A is winning if any x € €°°(0) that is 3-mazimal (i.e. x € €°(0) such
that for all a € |o| with x U {a} € €<(0), poly(a) =V) is tautological. A X-strategy o : A is
top-winning if |o| € € (o) is tautological.

A winning Y-strategy is top-winning, but not always the other way around. The minimal,
top-winning Y-strategies o : [¢]> will correspong to expansion trees; but the winning strategies
will behave better compositionally.

4 Constructions on games and Herbrand’s theorem

To complete our statement of Herbrand’s theorem, we define the interpretation of formulas.

Arenas. First, we define some operations on arenas. We write () for the empty arena, with
no events. If A is an arena, we write A* for the dual arena, with the same events and causality
but polarity reversed, i.e. pol . (a) =V iff pol,(a) = 3. We review some other constructions.

Definition 4.1. The simple parallel composition A, || Ay of Ay and As has as events the
tagged disjoint union {1} x |A;|W{2} x |Asa|, causal order given by (i,a) <a,|a, (j,a') iff i =3
and a <y, a'. Polarity is poly | 4,((4,a)) = poly, (a).

Configurations z € €°°(A || B) have the form {1} x x4 U {2} x xp with 24 € €°°(A4)
and zp € ¥°°(B), which we write x = x4 || xp. Binary simple parallel composition has a
general counterpart ||;er A; with I at most countable, defined likewise. We will use the uniform
countably infinite simple parallel composition ||, A with w parallel copies of A.

Another important arena construction is prefizing.

Definition 4.2. For « € {V,3} and A an arena, the prefized arena o.A has events {(1, )} U
{2} x |A4| and (i,a) < (j,d') iff i=j =2 and a <4 &, or (i,a) = (1,a); meaning that (1, ) is
the unique minimal event in a.A. Its polarity is pol, 4((1,«)) = a and pol, 4((2,a)) = pol,(a).

Configurations © € €°°(a.A) are either empty, or of the form {(1,a)} U {2} x x4 with

xA € EP(A), written a.x 4.

Winning. To give the inductive interpretation of formulas we have to consider formulas that
are not closed, i.e. with free variables. For V a finite set, a V-game is defined as a game A as
in Definition 3.4, but with signature ¥ extended with V. In other words, for z € ¥*°(A4),

Wa(z) € QFsuy ().
We now define all our constructions, on V-games rather than on games. The duality oper-

ation on arenas (—)* extends to V-games, simply by negating the winning conditions: for all
T € €°(A), Wyi(z) = Wa(x)*. The || of arenas gives rise to two constructions on V-games:

6
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[T =1 [P(ts,.. ., t)5 = P(ti,---tn)

[1]3 = 1L [-P(t1,...,ta)]5 = —P(t1,....t,)
Bxely = x[elwpg [er Vel = [ald 3 [e2ls
el = ¥xelPupg [er Apaly = [ealy @ [l

Figure 3: 3-biased interpretation of formulas

Definition 4.3. Let A and B be V-games. We define two V-games on arena A || B, differing
by the winning condition:

Wags(xa ||zp) = Walxa) NWga(zp)
Wazp(za || zg) = Walza) vV Ws(rs)

Note the implicit renaming so that Wa(za), Wr(zg) are in QFS,y,(z4 || z5) rather than
QFSyv(x4), QF sy (28) respectively — here and in the sequel, we will keep such renamings
implicit when we believe it helps readability.

Note that ® and % are De Morgan duals, i.e. (A®B)* = A+ B+. The reader may wonder
why these operations are written ® and % rather than A and V. This is because, as we will see,
these operations by themselves behave more like the connectives of linear logic [6] than those
of classical logic; for each V the ® and %% will form the basis of a x-autonomous structure and
hence a model of multiplicative linear logic.

To recover classical logic, we will add replication to the interpretation of formulas.

Definition 4.4. Let A be a V-game. We define two new V-games A and ?A with arena ||, A,
and winning conditions:

Wia(liew i) = Njew Walzi)

Wea(llicw zi) = Ve, Walwi)

Although Wi4(x) (resp. Wea(x)) is, syntactically, an infinite conjunction (resp. disjunc-
tion), we always implicitly simplify it to a finite one when z visits finitely many copies (as we
then have infinitely many occurrences of W4 (0)).

Next we show how V-games support quantifiers.

Definition 4.5. For A a (VW {x})-game, the V-game Vx.A and its dual 3x..A have arenas V.A
and 3.A respectively, and:

Woea®) = T Waea(Vaa) = Walza)lV/
Waca®) = L Waxa(Gaa) = Walza)3/4
Finally, we regard an atomic formula ¢ (i.e. P(t1,...,t,) or =P(t1,...,t,) with ¢; €

Tmy(V)) as a V-game on arena (), with W, (0) = ¢. We write 1 and L for the unit V-games on
arena () with winning conditions respectively T and L.

Putting all of these together, we give in Figure 3 the general definition of the 3-biased
interpretation of a formula ¢ € Formy (V) as a V-game. Note the difference between the case of
existential and universal formulas, reflecting the bias towards Jloise in the interpretation. The
reader can check that this is indeed compatible with the examples given previously.

We can now state our formulation of Herbrand’s theorem.

Theorem 4.6. For any closed formula ¢, we have |= ¢ iff there exists a finite, top-winning
Y-strategy o : [¢]°.
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Though it takes some effort to set up, this is an elegant way of stating Herbrand’s theorem,
putting the emphasis on causality between quantifiers. But, besides the game-theoretic lan-
guage, there is nothing fundamentally new or surprising about this statement. Indeed for now
Y-strategies are static objects, alternative bureaucracy-free representations of cut-free proofs.
In particular, expansion trees are the minimal top-winning Y-strategies o : [[go]]a.

5 Compositional Herbrand’s theorem

Though Theorem 4.6 above could be deduced via the connection with expansion trees, this
would make its validity intrinsically rely on the admissibility of cut in the sequent calculus.
But unlike expansion trees, strategies can be composed. Our games model allows us to give
an alternative proof of Herbrand’s theorem where strategies are obtained truly compositionally
from any sequent proof, without first eliminating cuts. In other words, expansion trees come
naturally from an interpretation of the classical sequent calculus in our game model.

To compose Y-strategies, we have to restore the symmetry between Jloise and Vbélard in
the interpretation of formulas so that [-¢]y = [¢]5. The non-biased interpretation [¢]y
of ¢ € Formy(V) is defined as for [¢]3), except for universal formulas, where instead we set
[vxely = Vx.[@]ywix}- This symmetry means that we lose finiteness, since now Jloise must be
reactive to the infinite number of copies potentially opened by Vbélard.

But we can now state:

Theorem 5.1. For ¢ closed, the following are equivalent:

(1) E e,
(2) There exists a finite, top-winning S-strategy o : [¢]7,
(8) There exists a winning Y-strategy o : [¢].

That (3) implies (2) relies on a compactness argument to extract a finite top-winning -
strategy; and that (2) implies (1) can be seen via relatively simple syntactic considerations.

That (1) implies (3) is where our true contribution lies. It is a semantic proof: we construct
a model of the classical sequent calculus LK, associating with each rule of LK a corresponding
construction on winning Y-strategies. There are translations between cut-free sequent proofs
and expansion trees, and to a large extent our interpretation follows those (modulo a few
subtleties due to our non-biased interpretation; for those the interested reader may consult the
version of the paper on the authors’ web page [1]). In the remainder of this extended abstract,
we focus on explaining the interpretation of the cut rule:

FT, o Fot A

C
vt FT.A

A proof 7 of an LK sequent - ¢1,...,¢, is interpreted as a winning Y-strategy [n] :
[o1] % - - - B [pr]- In order to interpret the cut rule, one needs to make sense of the composition
[m2] © [m1] between [m1] : [L] 2 [¢] and [m2] : [¢]* 2 [A] resulting in a strategy over [I] % [A].
This composition is computed in two stages: first, the interaction [ms] ® [m1] is obtained as
the most general partial-order-with-terms satisfying the constraints given by both [m;] and
[w2]. Briefly, [r2] ® [m1] has events those for which the causal constraints imposed by [m1] and
[m2] yield an acyclic relation; and its causal structure is the weakest partial order compatible
with <pr,j and <p,] — as this is already the case in the interaction of concurrent strategies

8
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without labels described in [2]. On the labelling side, the effect of interaction is to perform
substitution of the negative variables in A[r,) and A[r,) by the terms associated with their
corresponding positive variables in the other labelling. The resulting substitution is in fact a
most general unifier for the set of equations {Afx,3(e)=Ar,(€) }eerajopm - Figure 4 displays
such an interaction. Finally, the composition is the resulting .-strategies obtained by hiding
events in B. In the example of Figure 4 we get the single annotated event Elg(g(c)’h(c)).

Vl V4 ch O\lvc
j:Vﬁ 47 = OQC
: ® Vo = oK A
M R 038(®) o4"©
3 :
\Aa Nava) 5,6(72) 3,h(va) N4 #omo)
5

Figure 4: Interaction of o : 1+ || (31233 || 34) and 7 : (F1V233 || 30)* || 35

We can check that composition preserves winning. Furthermore for a game A, we define
the winning S-strategy @4 : A% A, called the copycat strategy, to have partial order <., the
transitive closure of

SAJ—HA U{((z’,a)7 (3 —1,a)) | (iaa)v € ‘AL H A|}
and labelling function A, defined by
Aea((iy)7) = (ia),  Aen((i,0)7) = (8 —i.a)

With this definition, it turns out that V-games together with winning X-strategies o : A+ 2B
viewed as morphism o : A—=B define a linearly distributive category with negation Games;
with identities the copycat strategies and tensor products % and ®. As a consequence,

Theorem 5.2. The category Games of concurrent games and winning X-strateges is a model

of MLL.

This covers the interpretation of MLL rules; and show that the interpretation is invariant
under cut reduction between MLL rules. However, invariance of the interpretation under cut
reduction does not hold for full LK (or the model would collapse to a boolean algebra [7]).
Likewise, just as classical proofs can lead to arbitrary large cut-free proofs [4], our interpretation
may yield infinite winning strategies, from which finite sub-strategies can nonetheless always
be extracted. This seems to relate to the fact that syntactic notions of expansion trees with
cuts [9, 13, 10] are in general weakly, rather than strongly, normalizing.
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